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Abstract. Assume that T ∈ (0,∞), n ∈ N, n ≥ 2 and h = T
n
. We use the lower

and upper functions method to prove the existence of a positive solution of the
singular discrete problem
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− a0

uk

− b0t
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k

)
= 0, k = 1, . . . , n− 1,

∆u0 = 0, un = 0,

where a0 ≥ 0, b0 > 0, γ > 1. We prove that for n→∞ the sequence of solutions
of the above discrete problems converges to a solution y of the corresponding
continuous boundary value problem

(t3y′)′ + t3
(
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y
− b0t

2γ−4

)
= 0,

lim
t→0+

t3y′(t) = 0, y(T ) = 0.
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1 Introduction

Let T ∈ (0,∞), n ∈ N, n ≥ 2. Put h = T
n

and for k = 0, . . . , n define tk = hk.
We will investigate the solvability of the singular mixed discrete boundary

value problem

1

h2
∆(t3k∆uk−1) + t3k

(
1

8u2
k

− a0

uk

− b0t
2γ−4
k

)
= 0, k = 1, . . . , n− 1, (1.1)

∆u0 = 0, un = 0, (1.2)

where a0 ≥ 0, b0 > 0, γ > 1. Here ∆ denotes the forward difference operator, i.e.

∆uk−1 = uk − uk−1.

In particular, we are interested in the existence of a positive solution of problem
(1.1), (1.2), which arises in the theory of shallow membrane caps [9], [13]. The
continuous version of problem (1.1), (1.2) has the form

(t3y′)′ + t3
(

1

8y2
− a0

y
− b0t

2γ−4

)
= 0, (1.3)

lim
t→0+

t3y′(t) = 0, y(T ) = 0, (1.4)

and it was investigated for example in [14] and [21].
Solvability of discrete second order boundary value problems is studied in the

monographs [1], [3], [4], [15] and in many papers, e.g. [5]–[7], [8], [11], [17]–[19],
[23]. It is of interest to note that singular problems for differential equations have
been intensively studied in literature. For the second order singular differential
equations we can refer to the monographs [16], [20], [24]. However there are
only few results for its discrete analogue, see [2], [4], [22]. Here we prove that
for each n there exists a positive solution of (1.1), (1.2) and we show that these
solutions converge (for n → ∞) to a solution of the continuous problem (1.3),
(1.4). Similar results about discrete approximation of regular problems can be
found in [10], [12], [25], [26], [27]. Note that equation (1.3) is singular and that
it becomes undefined when t = 0 and y = 0. We can see it if we transform (1.3)
onto the system

x′1 = f1(t, x1, x2) =
x2

t3
,

x′2 = f2(t, x1, x2) = −t3
(

1

8x2
1

− a0

x1

− b0t
2γ−4

)
,

using the substitution x1 = y, x2 = t3y′. Then f1 is not integrable in t on a
right neighbourhood of 0 (f1 has a singularity at t = 0) and f2 is not continuous
in x1 (f2 has a singularity at x1 = 0). Our main tools are the lower and upper
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functions method and the approximation principle which are proved here for the
more general singular difference equation

1

h2
∆(p(tk)∆uk−1) + f(tk, uk) = 0, k = 1, . . . , n− 1, (1.5)

and the corresponding singular differential equation

(p(t)y′(t))′ + f(t, y(t)) = 0. (1.6)

Equation (1.5) is studied with the boundary conditions (1.2) while equation (1.6)
is investigated with the boundary conditions

lim
t→0+

p(t)y′(t) = 0, y(T ) = 0. (1.7)

Now we characterize more precisely singular problems which are considered in
the paper.

The continuous problem (1.6), (1.7) is supposed to be singular at x = 0 and
it may also be singular at t = 0. These assumptions have the form

p ∈ C[0, T ] is positive on (0, T ], (1.8)

and
f ∈ C([0, T ]× (0,∞)), lim sup

x→0+
|f(t, x)| = ∞ for t ∈ (0, T ]. (1.9)

By (1.9), f(t, x) is not defined at x = 0 and hence problem (1.6), (1.7) is sin-
gular at x = 0. Further, we see that (1.8) yields that p(0) = 0 may occur and
consequently 1

p(t)
becomes undefined at t = 0. Moreover, the following integral

∫ T

0

dt

p(t)

can be divergent. This is the case that problem (1.6), (1.7) is also singular at
t = 0.

The discrete problem (1.5), (1.2) is supposed to be singular at x = 0, i.e. the
nonlinearity f in (1.5) satisfies (1.9). We also assume that p in (1.5) fulfils (1.8).
But since only the values p(tk), k = 1, . . . , n, are relevant in (1.5), the condition
p(0) = 0 does not imply that problem (1.5), (1.2) is singular at t = 0.

Definition 1.1 A vector (u0, . . . , un) ∈ Rn+1 satisfying (1.5), (1.2) and uk > 0
for k = 0, . . . , n − 1 is called a positive solution of the discrete problem (1.5),
(1.2).

Definition 1.2 A function y ∈ C[0, T ] ∩ C2(0, T ) with y > 0 on (0, T ), which
satisfies (1.6) for t ∈ (0, T ) and fulfils (1.7), is called a positive solution of the
continuous problem (1.6), (1.7).
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2 The Green function

Let g: [0, T ] → R be continuous and let (1.8) be satisfied. Consider the linear
difference equation

1

h2
∆(p(tk)∆uk−1) + g(tk) = 0, k = 1, . . . , n− 1, (2.1)

and the corresponding homogeneous equation

1

h2
∆(p(tk)∆uk−1) = 0, k = 1, . . . , n− 1. (2.2)

Since problem (2.2), (1.2) has just the trivial solution, there exists the Green
function G of this problem. Define

P (tk) =
k∑

i=1

1

p(ti)
, k = 1, . . . , n.

Then the Green function G can be written in the form

G(tk, si) = h2
{
P (tk)− P (T ) for 0 < si ≤ tk ≤ T ,
P (si)− P (T ) for 0 ≤ tk < si ≤ T ,

(2.3)

where si = hi, tk = hk, k = 0, . . . , n, i = 1, . . . , n. Indeed, we can check that

G(T, si) = 0, ∆G(t0, si) = 0, i = 1, . . . , n, (2.4)

and
1

h2
∆(p(tk)∆G(tk−1, si)) = δik, i, k = 1, . . . , n− 1, (2.5)

hold. Here

δik =
{

1 if i = k (i.e. si = tk),
0 if i 6= k (i.e. si 6= tk).

Moreover, if we denote

Mp = max

{
1

p(tk)
: k = 1, . . . , n

}
,

we have

−hTMp < G(tk, si) < 0, i = 1, . . . , n− 1, k = 0, . . . , n− 1. (2.6)

Lemma 2.1 Assume that condition (1.8) holds. Then problem (2.1), (1.2) has a
unique solution (u0, . . . , un) ∈ Rn+1. The solution (u0, . . . , un) has the form

uk = −
n−1∑
i=1

G(tk, si)g(si), k = 0, . . . , n. (2.7)
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Proof. Since the homogeneous problem (2.2), (1.2) has just the trivial solution,
the nonhomogeneous problem (2.1), (1.2) has a unique solution. Let us show that
this solution is given by (2.7). By virtue of (2.4) we get

un = −
n−1∑
i=1

G(T, si)g(si) = 0,

and

∆u0 = u1 − u0 = −
n−1∑
i=1

G(t1, si)g(si) +
n−1∑
i=1

G(t0, si)g(si)

= −
n−1∑
i=1

∆G(t0, si)g(si) = 0.

Hence (u0, . . . , un) satisfies conditon (1.2).
Further, using equality (2.5), we obtain

1

h2
∆(p(tk)∆uk−1) =

1

h2
∆

(
p(tk)∆

(
−

n−1∑
i=1

G(tk−1, si)g(si)

))

= −
n−1∑
i=1

1

h2
∆(p(tk)∆G(tk−1, si)g(si)) = −

n−1∑
i=1

δikg(si)

= −g(tk), k = 1, . . . , n− 1.

Therefore (u0, . . . , un) satisfies equation (2.1). �

3 Lower and upper functions method

The lower and upper functions method for regular discrete problems can be found
e.g. in [5], [12], [23]. In this section we extend this method for singular discrete
problem (1.5), (1.2).

Definition 3.1 The vector (α0, . . . , αn) ∈ Rn+1 is called a lower function of
problem (1.5), (1.2) if

1

h2
∆(p(tk)∆αk−1) + f(tk, αk) ≥ 0, k = 1, . . . , n− 1, (3.1)

∆α0 ≥ 0, αn ≤ 0. (3.2)

Definition 3.2 The vector (β0, . . . , βn) ∈ Rn+1 is called an upper function of
problem (1.5), (1.2) if

1

h2
∆(p(tk)∆βk−1) + f(tk, βk) ≤ 0, k = 1, . . . , n− 1, (3.3)

∆β0 ≤ 0, βn ≥ 0. (3.4)
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The lower and upper functions method guarantees the existence of a solution
of the singular problem (1.5), (1.2) under the assumption that there exists a
well ordered couple of lower and upper functions. This is expressed in the next
theorem.

Theorem 3.3 Assume that conditons (1.8) and (1.9) hold. Let (α0, . . . , αn) and
(β0, . . . , βn) be, respectively, a lower and an upper function of problem (1.5), (1.2)
with 0 < αk ≤ βk, k = 1, . . . , n − 1. Then problem (1.5), (1.2) has a positive
solution (u0, . . . , un) satisfying

αk ≤ uk ≤ βk, k = 0, . . . , n. (3.5)

Proof. For k ∈ {1, . . . , n− 1}, x ∈ R define a function

f̃(tk, x) =


f(tk, βk)− x−βk

x−βk+1
if x > βk,

f(tk, x) if αk ≤ x ≤ βk,
f(tk, αk) + αk−x

αk−x+1
if x < αk.

We see that f̃(tk, ·): R → R is continuous for k = 1, . . . , n − 1 and there exists
M > 0 such that

|f̃(tk, x)| ≤M for k = 1, . . . , n− 1, x ∈ R.

Consider the auxiliary regular difference equation

1

h2
∆(p(tk)∆uk−1) + f̃(tk, uk) = 0, k = 1, . . . , n− 1. (3.6)

Denote
E = {v = (v0, . . . , vn) ∈ Rn+1: ∆v0 = 0, vn = 0},

and define ‖v‖ = max{|vk|: k = 1, . . . , n − 1}. Then E is a Banach space with
dimE = n− 1. Let the function G be given by formula (2.3). Define an operator
F :E → E by

(Fv)k = −
n−1∑
i=1

G(tk, si)f̃(si, vi), k = 0, . . . , n. (3.7)

Estimate (2.6) implies

|(Fv)k| < nhTMpM = T 2MpM, k = 0, . . . , n.

Therefore if we denote r∗ = T 2MpM and consider the closed ball K(r∗) = {v ∈
E: ‖v‖ ≤ r∗}, we see that F maps K(r∗) into itself. Since F is continuous, the
Brouwer fixed point theorem yields a fixed point u ∈ K(r∗) of the operator F .
So, we have u = Fu and consequently, by (3.7),

uk = −
n−1∑
i=1

G(tk, si)f̃(si, ui), k = 0, . . . , n.
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So, according to Lemma 2.1, the vector u = (u0, . . . , un) is a solution of problem
(3.6), (1.2).

Now we will prove estimate (3.5). Let us put zk = αk − uk and assume

max{zk: k = 0, . . . , n} = z` > 0. (3.8)

Then ` ∈ {1, . . . , n − 1} because zn = αn − un ≤ 0 and ∆z0 = z1 − z0 =
α1 − α0 − (u1 − u0) ≥ 0. Consequently z1 ≥ z0. Since z` is maximal, we have

z`−1 ≤ z`, z` ≥ z`+1. (3.9)

The first inequality in (3.9) implies α`−1 − u`−1 ≤ α` − u` and

p`∆u`−1 ≤ p`∆α`−1. (3.10)

Similarly the second inequality in (3.9) gives

p`+1∆u` ≥ p`+1∆α`. (3.11)

Inequalities (3.10) and (3.11) lead to

∆(p`∆u`−1) ≥ ∆(p`∆α`−1). (3.12)

On the other hand, by Definitions 1.1 and 3.1, we obtain

1

h2
(∆(p`∆α`−1)−∆(p`∆u`−1)) =

1

h2
∆(p`∆α`−1) + f̃(t`, u`)

=
1

h2
∆(p`∆α`−1) + f(t`, α`) +

α` − u`

α` − u` + 1
≥ z`

z` + 1
> 0,

contrary to (3.12). So, we have proved αk ≤ uk, k = 0, . . . , n. The estimate
uk ≤ βk, k = 0, . . . , n can be proved similarly. Therefore (u0, . . . , un) satisfies
(3.5) and hence (u0, . . . , un) is also a solution of problem (1.5), (1.2). �

4 Approximation principle

The main result of this section is contained in Theorem 4.1 which characterizes
a connection between positive solutions of the singular difference problem (1.5),
(1.2) and positive solutions of the corresponding singular differential problem
(1.6), (1.7).

Theorem 4.1 Let (1.8) and (1.9) hold. Assume that for each sufficiently large
n ∈ N the singular problem (1.5), (1.2) has a solution (u0, . . . , un) and let there
exist functions α, β ∈ C[0, T ] satisfying

β(T ) = 0, 0 < α(tk) ≤ uk ≤ β(tk), k = 1, . . . , n− 1. (4.1)
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Let y[n] ∈ C[0, T ] be a piece-wise linear function with

y[n](tk) = uk, k = 0, . . . , n,

and let
|f(t, x)| ≤ g(t, x) for t ∈ (0, T ), α(t) ≤ x ≤ β(t), (4.2)

where g ∈ C([0, T ]× (0,∞)) is nonincreasing in its second variable with∫ T/2

0
g(t, α(t))dt <∞,

∫ T/2

0

1

p(t)

∫ t

0
g(τ, α(τ))dτdt <∞. (4.3)

Then the following approximation principle is valid:
There exists a subsequence {y[m]} ⊂ {y[n]} such that

lim
m→∞

y[m](t) = y(t) locally uniformly on (0, T ),

and y ∈ C[0, T ] ∩ C2(0, T ) is a positive solution of the singular problem (1.6),
(1.7).

First we will prove some lemmas about functions y[n] and z[n] which are defined
by

y[n](t) = uk +
∆uk

h
(t− tk), t ∈ [tk, tk+1], k = 0, . . . , n− 1, (4.4)

and  z
[n](t) = vk +

∆vk

h
(t− tk), t ∈ [tk, tk+1], k = 0, . . . , n− 2,

z[n](t) = vn−1, t ∈ [tn−1, tn],

(4.5)

where

vk =
1

h
p(tk+1)∆uk, k = 0, . . . , n− 1, (4.6)

and p satisfies (1.8). Clearly

y[n], z[n] ∈ C[0, T ], y[n](tk) = uk, z[n](tk) = vk, k = 0, . . . , n− 1.

Lemma 4.2 Let the assumptions of Theorem 4.1 be fulfilled. Then for each
b ∈ (0, T ) the sequences {y[n]} and {z[n]} are bounded on [0, b].

Proof. Inserting (4.6) into equation (1.5) we get

∆vk−1

h
= −f(tk, uk), k = 1, . . . , n− 1. (4.7)

Since ∆u0 = v0 = 0, equations (4.6) and (4.7) can be written in the form

uk+1 = u0 + h
k∑

i=1

vi

p(ti+1)
, k = 1, . . . , n− 1, (4.8)
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and

vk = −h
k∑

i=1

f(ti, ui), k = 1, . . . , n− 1. (4.9)

Choose arbitrary b, b∗ ∈ (0, T ), b < b∗. Then for each suffiently large n ∈ N there
is bn ∈ {1, . . . , n} such that

tbn , tbn+1 ∈ (b, b∗), lim
n→∞

tbn = lim
n→∞

tbn+1 = b. (4.10)

Due to (4.1),

max{|uk|: k = 1, . . . , bn + 1} ≤ max{β(t): t ∈ [0, b∗]} =:B. (4.11)

The first inequality in (4.3) implies that

M : =
∫ b∗

0
g(t, α(t))dt <∞. (4.12)

Therefore there exists n0 ∈ N such that for each n ≥ n0,

h
bn+1∑
i=1

g(ti, αi) ≤M + 1.

By (4.1), (4.2) and (4.9) we have for k = 1, . . . , bn + 1,

|vk| ≤ h
k∑

i=1

|f(ti, ui)| ≤ h
k∑

i=1

g(ti, ui)

≤ h
k∑

i=1

g(ti, αi) ≤ h
bn+1∑
i=1

g(ti, αi) ≤M + 1,

and so
max{|vk|: k = 1, . . . , bn + 1} ≤M + 1. (4.13)

Consequently, using (4.11) and ∆u0 = 0, we get

max{|y[n](t)|: t ∈ [0, b]} ≤ max{|uk|+ |uk+1 − uk|: k = 1, . . . , bn} ≤ 3B,

and using (4.13) and v0 = 0, we get

max{|z[n](t)|: t ∈ [0, b]} ≤ max{|vk|+ |vk+1 − vk|: k = 1, . . . , bn} ≤ 3(M + 1).

We have proved that the sequences {y[n]} and {z[n]} are bounded on [0, b]. �

Lemma 4.3 Let the assumptions of Theorem 4.1 be fulfilled. Then for each
a, b ∈ (0, T ), a < b, the sequence {y[n]} is equicontinuous on [a, b] and the sequence
{z[n]} is equicontinuous on [0, b].
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Proof. Choose arbitrary b, b∗ ∈ (0, T ), b < b∗ and τ1, τ2 ∈ [0, b], τ1 < τ2. By
(4.10) we find k, ` ∈ {1, . . . , bn}, k ≤ `, such that τ1 ∈ [tk−1, tk), τ2 ∈ (t`−1, t`)
and, due to (4.5), (4.7) and (4.2),

|z[n](τ2)− z[n](τ1)|

≤
`−1∑

i=k+1

∣∣∣∣∆vi−1

h

∣∣∣∣ (ti − ti−1) +
∣∣∣∣∆vk−1

h

∣∣∣∣ (tk − τ1) +
∣∣∣∣∆v`−1

h

∣∣∣∣ (τ2 − t`−1)

=
`−1∑

i=k+1

|f(ti, ui)|(ti − ti−1) + |f(tk, uk)|(tk − τ1) + |f(t`, u`)|(τ2 − t`−1)

≤
`−1∑

i=k+1

g(ti, αi)(ti − ti−1) + g(tk, αk)(tk − τ1) + g(t`, α`)(τ2 − t`−1).

If k + 1 > ` − 1, we put
∑`−1

i=k+1 = 0. By virtue of (4.12), for each ε > 0 there
exists nε ≥ n0 such that for each n ≥ nε,

`−1∑
i=k+1

g(ti, αi)(ti − ti−1) + g(tk, αk)(tk − τ1) + g(t`, α`)(τ2 − t`−1)

≤
∫ τ2

τ1
g(t, α(t))dt+ ε.

Moreover there exists δ > 0 such that if τ2 − τ1 < δ, then |z[n](τ2)− z[n](τ1)| < ε
for n = n0, . . . , nε, and ∫ τ2

τ1
g(t, α(t))dt < ε.

We have proved that the sequence {z[n]} is equicontinuous on [0, b].
Choose arbitrary a, a∗ ∈ (0, b), a∗ < a. Then for each sufficiently large n ∈ N

there is an ∈ {1, . . . , n} such that

tan−1, tan ∈ (a∗, a), lim
n→∞

tan−1 = lim
n→∞

tan = a. (4.14)

By assumption (1.8),

Q : = min{p(t): t ∈ [a∗, b∗]} > 0. (4.15)

Choose τ1, τ2 ∈ [a, b], τ1 < τ2. By (4.10) and (4.14) we find k, ` ∈ {an, . . . , bn},
k ≤ `, such that τ1 ∈ (tk−1, tk), τ2 ∈ (t`−1, t`) and, due to (4.4), (4.6), (4.13) and
(4.15),

|y[n](τ2)− y[n](τ1)|

≤
`−1∑

i=k+1

∣∣∣∣∣ vi−1

p(ti)

∣∣∣∣∣ (ti − ti−1) +

∣∣∣∣∣ vk−1

p(tk)

∣∣∣∣∣ (tk − τ1) +

∣∣∣∣∣ v`−1

p(t`)

∣∣∣∣∣ (τ2 − t`−1)

<
M + 1

Q
(τ2 − τ1).

We have proved that the sequence {y[n]} is equicontinuous on [a, b]. �
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Lemma 4.4 Let the assumptions of Theorem 4.1 be fulfilled. Then there exist
subsequences {y[m]} ⊂ {y[n]} and {z[m]} ⊂ {z[n]} satisfying

lim
m→∞

y[m](t) = y(t) locally uniformly on (0, T ), (4.16)

and
lim

m→∞
z[m](t) = z(t) locally uniformly on [0, T ). (4.17)

Moreover
α(t) ≤ y(t) ≤ β(t) for t ∈ (0, T ). (4.18)

Proof. Let a, b ∈ (0, T ), a < b. By Lemma 4.2, Lemma 4.3 and the Arzelà-Ascoli
theorem we can choose subsequences {y[m]}, {z[m]} such that

lim
m→∞

y[m](t) = y(t) uniformly on [a, b],

and
lim

m→∞
z[m](t) = z(t) uniformly on [0, b].

Since a, b ∈ (0, T ) are arbitrary, we use the diagonalization theorem (see e.g.
[24]) and get that these subsequences can be chosen in such a way that they fulfil
(4.16) and (4.17). Moreover, (4.16), (4.17) and v0 = 0 imply that

y ∈ C(0, T ), z ∈ C[0, T ), z(0) = 0. (4.19)

Now choose b ∈ (0, T ) and assume that the sequence {tbm} fulfils (4.10). By
(4.1) we have for m ∈ N,

α(tbm) ≤ y[m](tbm) ≤ β(tbm),

and letting m→∞ we obtain

α(b) ≤ y(b) ≤ β(b).

Having in mind that b ∈ (0, T ) is arbitrary, estimate (4.18) is valid. �

Proof of Theorem 4.1. Consider the sequences {y[n]} and {z[n]} given by (4.4)
and (4.5). According to (4.8) and (4.9) these sequences fulfil the equations

y[n](tk+1) = y[n](0) + h
k∑

i=1

z[n](ti)

p(ti+1)
, k = 1, . . . , n− 1, (4.20)

and

z[n](tk) = −h
k∑

i=1

f(ti, y
[n](ti)), k = 1, . . . , n− 1. (4.21)
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Let {y[m]} and {z[m]} be the subsequences of Lemma 4.4. Assume that 0 < a∗ <
a < b < b∗ < T and that (4.10) and (4.14) hold. By (4.16) and (4.17) we have

lim
m→∞

y[m](tbm+1) = y(b), lim
m→∞

y[m](tam) = y(a), (4.22)

lim
m→∞

z[m](tbm) = z(b), lim
m→∞

z[m](tam−1) = z(a). (4.23)

Denote
%m = max{|z[m](ti)− z(ti+1)|: i = am, . . . , bm},

and
σm = max{|f(t, y[m](t))− f(t, y(t))|: t = [a∗, b∗]}.

Then by (4.16), (4.17) and (4.19)

lim
m→∞

%m = 0, lim
m→∞

σm = 0.

Consequently, having h = T
m

and (4.15), we conclude

lim
m→∞

T

m

bm∑
i=am

∣∣∣∣∣z[m](ti)

p(ti+1)
− z(ti+1)

p(ti+1)

∣∣∣∣∣
≤ lim

m→∞

T (bm − am)

mQ
%m ≤ T

Q
lim

m→∞
%m = 0, (4.24)

and similarly

lim
m→∞

T

m

bm∑
i=am

|f(ti, y
[m](ti))− f(ti, y(ti))|

≤ lim
m→∞

T (bm − am)

m
σm ≤ T lim

m→∞
σm = 0. (4.25)

Since f(t, y(t)) is continuous on (0, T ), we have

lim
m→∞

T

m

bm∑
i=am

f(ti, y(ti)) =
∫ b

a
f(τ, y(τ))dτ, (4.26)

and, by (1.8) and (4.19),

lim
m→∞

T

m

bm∑
i=am

z(ti+1)

p(ti+1)
=
∫ b

a

z(τ)

p(τ)
dτ. (4.27)

Equation (4.20) yields

y[m](tbm+1) = y[m](tam) +
T

m

bm∑
i=am

z[m](ti)

p(ti+1)
.

12



Letting m→∞ and using (4.22), (4.24) and (4.27), we get

y(b) = y(a) +
∫ b

a

z(τ)

p(τ)
dτ.

Equation (4.21) yields

z[m](tbm) = z[m](tam−1)−
T

m

bm∑
i=am

f(ti, y
[m](ti)).

By (4.23), (4.25) and (4.26), we get for m→∞,

z(b) = z(a)−
∫ b

a
f(τ, y(τ))dτ.

Since the interval [a, b] ⊂ (0, T ) is arbitrary, we have

y(t) = y
(
T

2

)
+
∫ t

T/2

z(τ)

p(τ)
dτ, t ∈ (0, T ),

and

z(t) = z
(
T

2

)
−
∫ t

T/2
f(τ, y(τ))dτ, t ∈ (0, T ).

The first equation gives

y′(t) =
z(t)

p(t)
for t ∈ (0, T ),

and then the second equation can be written in the form

p(t)y′(t) = p
(
T

2

)
y′
(
T

2

)
−
∫ t

T/2
f(τ, y(τ))dτ.

By (4.19) we get

lim
t→0+

p(t)y′(t) = 0 = p
(
T

2

)
y′
(
T

2

)
−
∫ 0

T/2
f(τ, y(τ))dτ,

and hence

p(t)y′(t) = −
∫ t

0
f(τ, y(τ))dτ for t ∈ [0, T ). (4.28)

We have proved that y ∈ C2(0, T ) fulfils equation (1.6) for t ∈ (0, T ) and satisfies
the first condition in (1.7).

Now we describe a behaviour of y at the singular points t = 0 and t = T .
Integrating equation (4.28) we obtain

y(t) = y
(
T

2

)
+
∫ T/2

t

1

p(τ)

∫ τ

0
f(s, y(s))dsdτ = y

(
T

2

)
+
∫ T/2

t
h(τ)dτ.

13



Due to (4.2) and (4.3), we see that h is integrable on
[
0, T

2

]
, and so y ∈ C[0, T ).

Since α, β ∈ C[0, T ] and α(T ) = β(T ) = 0, we get by (4.18),

lim
t→T−

y(t) = 0.

Therefore if we put y(T ) = 0, we have that y ∈ C[0, T ] satisfies the second
condition in (1.7). Finally, by (4.1) and (4.18), y(t) > 0 for t ∈ (0, T ). We have
proved that y is a positive solution of problem (1.6), (1.7). �

5 Membrane

In this section we investigate the difference problem (1.1), (1.2) and the corre-
sponding differential problem (1.3), (1.4) by means of Theorem 3.3 and Theorem
4.1. To this aim we find functions α and β satisfying the conditions of these
theorems.

Choose ν, c ∈ (0,∞) and define

α(t) =
{
ν(t+ ν)(T − t), γ ≥ 2,
νt2−γ(T − t), γ ∈ (1, 2),

t ∈ [0, T ], (5.1)

and
β(t) = c

√
T 2 − t2, t ∈ [0, T ]. (5.2)

For n ∈ N denote

h =
T

n
, tk = hk, αk = α(tk), βk = β(tk), k = 0, . . . , n. (5.3)

Lemma 5.1 For each ε > 0 there exists n0 ∈ N such that for each n ≥ n0, the
inequality∣∣∣∣ 1

h2
∆(t3k∆αk−1)− (t3α′(t))′

∣∣∣∣ < ε, t ∈ [tk−1, tk+1], k = 1, . . . , n− 1,

is valid.

Proof. Let k ∈ {1, . . . , n − 1}. By the Taylor theorem there are ξk ∈ (tk, tk+1)
and ηk ∈ (tk−1, tk) such that

t3k+1α(tk+1) = t3k+1α(tk) + ht3k+1α
′(tk) +

h2

2
t3k+1α

′′(ξk),

t3kα(tk−1) = t3kα(tk)− ht3kα
′(tk) +

h2

2
t3kα

′′(ηk).

Adding these two equations, we have

t3k+1α(tk+1) + t3kα(tk−1)

14



= (t3k+1 + t3k)α(tk) + h(t3k+1 − t3k)α
′(tk) +

h2

2
(t3k+1α

′′(ξk) + t3kα
′′(ηk)).

Further,

1

h2
∆(t3k∆αk−1) =

1

h2
(t3k+1αk+1 − (t3k+1 + t3k)αk + t3kαk−1),

and hence

1

h2
∆(t3k∆αk−1) =

1

h
(t3k+1 − t3k)α

′(tk) +
1

2
(t3k+1α

′′(ξk) + t3kα
′′(ηk)).

Finally, ∣∣∣∣ 1

h2
∆(t3k∆αk−1)− (t3α′(t))′

∣∣∣∣
≤ |α′(tk)(t2k+1 + tk+1tk + t2k)− 3t2α′(t)|

+
1

2
|t3k+1α

′′(ξk)− t3α′′(t)|+ 1

2
|t3kα′′(ηk)− t3α′′(t)| < ε,

for n sufficiently large, since t2α′(t) and t3α′′(t) are uniformly continuous on [0, T ].
�

Lemma 5.2 Let α and β be given (5.1) and (5.2) and let (5.3) hold. Then there
exist ν∗, c∗ ∈ (0,∞) such that for each ν ∈ (0, ν∗], each c ≥ c∗ and for each n ∈ N,
n ≥ 2, the vectors (α0, . . . , αn) and (β0, . . . , βn) are lower and upper functions of
problem (1.1), (1.2) and

0 < αk ≤ βk for k = 1, . . . , n− 1. (5.4)

Proof. We will show that we can find ν∗, c∗ ∈ (0,∞) such that for each ν ∈
(0, ν∗], each c ≥ c∗ and for each n ≥ 2, the vectors (α0, . . . , αn) and (β0, . . . , βn)
fulfil conditions (3.1)–(3.4), where

p(tk) = t3k, f(tk, xk) = t3k

(
1

8x2
k

− a0

xk

− b0t
2γ−4
k

)
, k = 1, . . . , n− 1.

We see that αn = α(T ) = 0, βn = β(T ) = 0,

∆α0 =

{
νt1(T − t1 − ν) if γ ≥ 2,

νt2−γ
1 (T − t1) if γ ∈ (1, 2),

∆β0 = c
√
T 2 − t21 − c

√
T 2. Therefore for each c > 0 and each sufficiently small

ν > 0, conditions (3.2) and (3.4) hold. Having in mind that tk = hk we get

∆βk−1 = c
√
T 2 − t2k − c

√
T 2 − t2k−1 =

−c(t2k − t2k−1)√
T 2 − t2k +

√
T 2 − t2k−1

15



=
−c(tk + tk−1)h√

T 2 − t2k +
√
T 2 − t2k−1

, k = 1, . . . , n− 1.

By inserting (β0, . . . , βn) into equation (1.1) we obtain

1

h2
∆(t3k∆βk−1) + t3k

 1

8c2(T 2 − t2k)
− a0

c
√
T 2 − t2k

− b0t
2γ−4
k



<
−ct3k+1

h
· tk+1 + tk√

T 2 − t2k+1 +
√
T 2 − t2k

+
ct3k
h
· tk + tk−1√

T 2 − t2k +
√
T 2 − t2k−1

+
t3k

8c2(T 2 − t2k)
= ψ(tk, c).

Let tk ≤ T
2
. Then we can find c∗ > 0 such that

ψ(tk, c) <
−2ctk(t

3
k+1 − t3k)

2h
√
T 2 − t2k

+
t3k

8c2(T 2 − t2k)

≤
−ctk(t2k+1 + tk+1tk + t2k)

T
+

t3k

8c2
(
T 2 − T 2

4

)
≤ −ct3k

T

(
3− 1

6Tc3

)
< 0,

for each c ≥ c∗ and each n ≥ 2.
Now, let tk ≥ T

2
. Then we can choose c∗ in such a way that

ψ(tk, c) <
−2ct4k
h

·

√
T 2 − t2k +

√
T 2 − t2k−1 −

(√
T 2 − t2k+1 +

√
T 2 − t2k

)
(√

T 2 − t2k+1 +
√
T 2 − t2k

) (√
T 2 − t2k +

√
T 2 − t2k−1

)

+
t3k

8c2(T 2 − t2k)
<
−2ct4k
h

·
(T 2 − t2k−1)− (T 2 − t2k+1)

8(T 2 − t2k−1)
3
2

+
t3k

8c2(T 2 − t2k)

=
−2ct4k(tk+1 + tk−1)

8(T 2 − t2k−1)
3
2

+
t3k

8c2(T 2 − t2k−1)
·
T 2 − t2k−1

T 2 − t2k

<
−2cT

(
T
2

)4

8(T 2 − t2k−1)
3
2

+
2T 3

8c2(T 2 − t2k−1)

=
−cT 3

4(T 2 − t2k−1)
3
2

T 2

16
−

√
T 2 − t2k−1

c3

 < 0

holds for each c ≥ c∗ and each n ≥ 2. We have proved that for each c ≥ c∗ and
each n ≥ 2, the vector (β0, . . . , βn) is an upper function of problem (1.1), (1.2).
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Acoording to (5.1), we have for t ∈ [0, T ],

(t3α′(t))′ =

{
νt2(3T − 8t− 3ν) if γ ≥ 2,
νt3−γ(T (2− γ)(4− γ)− (3− γ)(5− γ)t) if γ ∈ (1, 2).

Therefore there exist b, b∗ ∈ (0, T ), b < b∗, such that

(t3α′(t))′ ≥ 0 for t ∈ [0, b∗].

By Lemma 5.1 there exists n0 ∈ N such that for each n ≥ n0,

1

h2
∆(t3k∆αk−1) ≥ 0, k = 1, . . . , bn, (5.5)

where tbn ∈ (b, b∗) and limn→∞ tbn = b. Moreover, Lemma 5.1 implies that there
exists M∗ > 0 such that for each n ≥ 2,∣∣∣∣ 1

h2
∆(t3k∆αk−1)

∣∣∣∣ ≤M∗, k = 1, . . . , n− 1. (5.6)

By inserting (α0, . . . , αn) into f we obtain

f(tk, αk) = t3k

(
1

8ν2(tk + ν)2(T − tk)2
− a0

ν(tk + ν)(T − tk)
− b0t

2γ−4
k

)

≥ t3k
ν2(tk + ν)2(T − tk)2

· ψ1(ν),

where ψ1(ν) = 1
8
− a0ν(T + ν)T − b0ν

2(T + ν)2T 2γ−2 if γ ≥ 2, and

f(tk, αk) = t3k

(
1

8ν2t4−2γ
k (T − tk)2

− a0

νt2−γ
k (T − tk)

− b0t
2γ−4
k

)

≥ t2γ−1
k

ν2(T − tk)2
· ψ2(ν),

where ψ2(ν) = 1
8
− a0νT

3−γ − b0ν
2T 2 if γ ∈ (1, 2). We see that ψ1(ν) > 0 and

ψ2(ν) > 0 for ν sufficiently small.
Assume that n ≥ n0. Let k ∈ {bn, . . . , n}. Then

lim
ν→0

t3kψ1(ν)

ν2(tk + ν)2(T − tk)2
= ∞, lim

ν→0

t2γ−1
k ψ2(ν)

ν2(T − tk)2
= ∞, (5.7)

and, by (5.6), there exists ν∗ > 0 such that the inequality

1

h2
∆(t3k∆αk−1) + t3kf(tk, αk) > 0 (5.8)
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is valid for ν ∈ (0, ν∗). Let k ∈ {1, . . . , bn}. Then

t3kψ1(ν)

ν2(tk + ν)2(T − tk)2
> 0,

t2γ−1
k ψ2(ν)

ν2(T − tk)2
> 0,

and, by (5.5), inequality (5.8) is valid for ν ∈ (0, ν∗), as well.
Now, assume that n ≤ n0. Then (5.7) is satisfied for k = 1, . . . , n and

ν ∈ (0, ν∗). Due to (5.6) we get that the vector (α0, . . . , αn) fulfils inequality
(5.8).

We have proved that for each ν ∈ (0, ν∗) and each n ≥ 2 the vector (α0, . . . , αn)
is a lower function of problem (1.1), (1.2). Since we can choose ν∗ and c∗ such
that (5.4) holds, the lemma is proved. �

Now, we are ready to prove the main result.

Theorem 5.3 Let a0 ≥ 0, b0 > 0, γ > 1. Then for each n ≥ 2, the difference
problem (1.1), (1.2) has a positive solution (u0, . . . , un). Let y[n] ∈ C[0, T ] be a
piece-wise linear function with y[n](tk) = uk, k = 0, . . . , n. Then there exists a
subsequence {y[m]} ⊂ {y[n]} such that

lim
m→∞

y[m](t) = y(t) locally uniformly on (0, T ),

and y ∈ C[0, T ] ∩C2(0, T ) is a positive solution of the differential problem (1.3),
(1.4).

Proof. Choose n ∈ N, n ≥ 2. Lemma 5.2 yields the vectors (α0, . . . , αn) and
(β0, . . . , βn) which are lower and upper functions of problem (1.1), (1.2) and
satisfy (5.4). For t ∈ [0, T ] and x ∈ (0,∞) put

p(t) = t3 and f(t, x) = t3
(

1

8x2
− a0

x
− b0t

2γ−4
)
.

Since conditions (1.8) and (1.9) are fulfilled, Theorem 3.3 guarantees the exis-
tence of a positive solution (u0, . . . , un) of problem (1.1), (1.2) satisfying (3.5).
Moreover, by (5.1), (5.2) and (5.3), the functions α, β ∈ C[0, T ] fulfil (4.1). Let
us put

g(t, x) = t3
(

1

8x2
+
a0

x

)
+ b0t

2γ−1.

Then g ∈ C([0, T ]× (0,∞)) is nonincreasing in x and we have for t ∈
[
0, T

2

]
g(t, α(t)) ≤

{
At3 + b0t

2γ−1 if γ ≥ 2,
Bt2γ−1 if γ ∈ (1, 2),

where

A =
1

2ν4T 2
+

2a0

ν2T
, B =

1

2ν2T 2
+

2a0

νT

(
T

2

)2−γ

+ b0.

Hence (4.3) is fulfilled and the assertion of Theorem 5.3 is true due to Theorem
4.1. �
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6 Conclusion and discussion

The classical approach to singular problems, which can be found in literature,
is based on the regularization method, where a singular differential equation is
approximated by a sequence of auxiliary regular differential equations.

In this paper we have shown a new approach, which we have demonstrated
on the second order singular differential equation (1.6) and the mixed boundary
conditions (1.7). Particularly, we have found the sequence of corresponding differ-
ence equations (1.5), where h = T

n
and n ∈ N. By Theorem 3.3, we have got the

solvability of the discrete problems (1.5), (1.2) for each sufficiently large n ∈ N.
To this goal it was sufficient to find well ordered lower and upper functions. By
Theorem 4.1 we have decided whether a sequence of solutions of problems (1.5),
(1.2) converges for n→∞ to a solution of the singular differential problem (1.6),
(1.7).

The combination of Theorem 3.3 and Theorem 4.1 can be used in the in-
vestigation of various singular differential and difference problems. We have
shown such application in Section 5. Moreover, these theorems can be extended
and modified for other types of equations, for example for equations with one-
dimensional p-Laplacian or for equations whose nonlinearity f depends also on
the first difference. Such equations have been studied for example in [22]. Other
types of boundary conditions (Dirichlet, periodic, Neumann, . . . ) can be consid-
ered as well.

Now, assume that the points 0 = t0 < t1 < · · · < tn = T need not be
equidistant. Denote hk = tk − tk−1, k = 1, . . . , n, and construct for example the
following discretization of equation (1.3)

1

hk+1

∆

(
t3k
hk

∆uk−1

)
+ t3k

(
1

8u2
k

− a0

uk

− b0t
2γ−4
k

)
= 0, k = 1, . . . , n− 1,

and the corresponding discretization of equation (1.6)

1

hk+1

∆

(
p(tk)

hk

∆uk−1

)
+ f(tk, uk) = 0, k = 1, . . . , n− 1.

If we put

P (tk) :=
k∑

i=1

hi

p(ti)
, k = 1, . . . , n, hn+1 := hn,

then we can check that

G(tk, si) = hi+1

{
P (tk)− P (T ) for 0 < si ≤ tk ≤ T ,
P (si)− P (T ) for 0 ≤ tk < si ≤ T ,

is the Green function of the problem

1

hk+1

∆

(
p(tk)

hk

∆uk−1

)
= 0, k = 1, . . . , n− 1, ∆u0 = 0, un = 0.
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Moreover, Lemma 2.1 is true and the lower and upper functions method can be
extended to this discretization. Further, define

y[n](t) = uk +
∆uk

hk+1

(t− tk), t ∈ [tk, tk+1], k = 0, . . . , n− 1,

and 
z[n](t) = 0, t ∈ [t0, t1],

z[n](t) = vk +
∆vk

hk+1

(t− tk), t ∈ [tk, tk+1], k = 1, . . . , n− 1,

where

vk =
p(tk)

hk

∆uk−1, k = 1, . . . , n.

Denote
µn = max{hk: 1 ≤ k ≤ n}, νn = min{hk: 1 ≤ k ≤ n},

and assume
lim

n→∞
µn = 0, lim

n→∞

µn

νn

∈ (0,∞).

Then we can prove the same convergence result as in Theorem 5.3.

Acknowledgments

The paper was supported by the Council of Czech Government MSM 6198959214.

The authors thank the referee for valuable comments.

References

[1] R. P. Agarwal. Difference Equations and Inequalities. Theory, Methods
and Applications. Second edition, revised and expanded. Marcel Dekker, New
York 2000.

[2] R. P. Agarwal, D. O’Regan. Singular discrete boundary value problems.
Applied Mathematics Letters 12 (1999), 127–131.

[3] R. P. Agarwal, D. O’Regan, P. J. Y. Wong. Positive Solutions of
Differential, Difference and Integral Equations. Kluwer, Dordrecht 1999.

[4] R. P. Agarwal, P. J. Y. Wong. Advanced Topics in Difference Equa-
tions. Kluwer, Dordrecht 1997.

[5] F. M. Atici, A. Cabada, V. Otero-Espinar. Criteria for existence
and nonexistence of positive solutions to a discrete periodic boundary value
problem. J. Difference Equ. Appl. 9 (2003), 765–775.

20



[6] F. M. Atici, G. Sh. Guseinov. Positive periodic solutions for nonlinear
difference equations with periodic coefficients. J. Math. Anal. Appl. 232
(1999), 166–182.

[7] R. I. Avery. Three positive solutions of a discrete second order conjugate
problem. Panam. Math. J. 8 (1998), 79–96.

[8] F. Dannan, S. Elaydi, P. Liu. Periodic solutions to difference equations.
J. Difference Equ. Appl. 6 (2000), 203–232.

[9] R.W. Dickey. Rotationally symmetric solutions for shallow membrane
caps. Quart. Appl. Math. 47 (1989), 571–581.

[10] R. Gaines. Difference equations associated with boundary value problems
for second order nonlinear ordinary differential equations. SIAM J. Numer.
Anal. 11 (1974), 411–434.

[11] Z. He. On the existence of positive solutions of p-Laplacian difference equa-
tions. J. Comp. Appl. Math. 161 (2003), 193–201.

[12] J. Henderson, H. B. Thompson. Difference equations associated with
fully nonlinear boundary value problems for second order ordinary differen-
tial equations. J. Difference Equ. Appl. 7 (2001), 297–321.

[13] K.N. Johnson. Circularly symmetric deformation of shallow elastic mem-
brane caps. Quart. Appl. Math. 55 (1997), 537–550.

[14] R. Kannan and D. O’Regan. Singular and nonsingular boundary value
problems with sign changing nonlinearities. J. Inequal. Appl. 5 (2000), 621–
637.

[15] W. G. Kelley, A. C. Peterson. Difference equations. An introduction
with applications. 2nd ed. Academic Press, San Diego 2001.

[16] I.T. Kiguradze and B.L. Shekhter. Singular boundary value problems
for second order ordinary differential equations (in Russian). Itogi Nauki
Tekh., Ser. Sovrem. Probl. Mat., Noveishie Dostizh. 30 (1987), 105–201;
English transl.: J. Sov. Math 43 (1988), 2340–2417.

[17] Y. Li. The existence of solutions for second-order difference equations. J.
Difference Equ. Appl. 12 (2006), 209–212.

[18] R. Ma, Y. N. Reffoul. Positive solutions of three-point nonlinear discrete
second order boundary value problem. J. Difference Equ. Appl. 10 (2004),
129–138.

21



[19] J. Mawhin, H. B. Thompson, E. Tonkes. Uniqueness for boundary
value problems for second order finite difference equations. J. Difference
Equ. Appl. 10 (2004), 749–757.

[20] D. O’Regan. Theory of singular boundary value problems. World Scien-
tific, Singapore 1994.
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