Periodic BVPs in ODEs with time singularities
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Abstract: In this paper we show the existence of solutions to a nonlinear singular
second order ordinary differential equation,

(t) = S (8) + At u(t), ' (1),

subject to periodic boundary conditions, where a > 0 is a given constant, A > 0
is a parameter, and the nonlinearity f(¢,z,y) satisfies the local Carathéodory
conditions on [0,7] x R x R. Here, we study the case that a well-ordered
pair of lower and upper functions does not exist and therefore the underlying
problem cannot be treated by well-known standard techniques. Instead, we
assume the existence of constant lower and upper functions having opposite
order. Analytical results are illustrated by means of numerical experiments.
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1 Introduction

Singular periodic boundary value problems for the ordinary differential equation
u’(t) = g(t,u(t),u'(t)), where g(t,z,y) shows singularities in the phase variable
x, have been widely studied for more than 40 years and there exists rich literature



on their properties.

In this paper we focus our attention on another type of singular periodic problems,
namely on those with singularities in the time variable . In many applications,
cf. [4], [7], [13], and [22], second order singular models, are posed on the interval
(0,7) and have the form,

CL1,

! (8) = o (8) + pu(t) + (b ult), o (1), (1) = ol (8) + F(tut) (1),

where ay,ap,a and f are given. We say that for a = 1 the problem exhibits a
time singularity of the first kind at ¢ = 0, while for a > 1, the time singularity is
essential or of the second kind.

Let T > 0, and let us by L4 [0, 7] denote the set of functions which are (Lebesgue)
integrable on [0,7]. The corresponding norm is given by |lull; = i |u(t)|dt.
Moreover, let us by C[0,7] and C'[0,7] denote the sets of functions being
continuous on [0,7], and having continuous first derivatives on [0, 7], respec-
tively. The maximum norm on C[0,77] is defined as ||ul|oc 1= maxcjo.r) |u(t)|.
We denote by AC[0,T] and AC'[0,T] the sets of functions which are absolutely
continuous on [0,7], and which have absolutely continuous first derivatives
on [0,7T], respectively. Analogously, AC} (0,T] is the set of functions having
absolutely continuous first derivatives on each compact subinterval of (0, 7.

In this paper, we investigate the following parameter dependent ordinary differ-
ential equation, with a singularity of the first kind,

() = Su/(8) + M (E (), (), (1)

where a > 0, A > 0, and the function f(¢,z,y) is defined for a.e. t € [0,7] C R
and for all (z,y) € D C R x R. Clearly, the above equation is singular at t = 0
because of the first term in the right-hand side, which is in general unbounded
for t — 0. Moreover, we also alow the function f to be unbounded or bounded
but discontinuous for certain values of the time variable ¢ € [0, 7. This form of
f is motivated by a variety of initial and boundary value problems known from
applications and having nonlinear, discontinuous forcing terms, such as electronic
devices which are often driven by square waves or more complicated discontinuous
inputs. Typically, such problems are modelled by differential equations where f
has jump discontinuities at a discrete set of points in (0,7"), cf. [15]. Many
other applications, cf. [1]-[2], [4]-[8], [11], [13], [17]-[21] show similar structural
difficulties. This motivates to assume the following properties of f in (1):

(A)): f(-,2,y) : [0,T] — R is measurable for all (z,y) € R* and f(t,-,-) : R* = R

is continuous for a.e. t € [0, 7.



(As) : For a.e. t € [0,7] and all (z,y) € R? the estimate

[f(t 2, 9)] < g(t)w((y])

holds with positive functions g € L1[0,7] and w(y) € C[0,00), where w is
nondecreasing.

Definition 1 A function u : [0,7] — R is called a solution of equation (1) if
u € ACH0,T] and

u'(t) = %u/(t) FS(u(t), (1))
holds a.e. on [0, T7.

In the sequel, we study the differential equation (1) subject to periodic boundary
conditions,

w(0) = u(T), '(0)=u(T), (2)
In the literature, there are only very few results for periodic boundary value
problems of the form

u(t) = %U’(t) +Af(Eu(),w'(1),  w(0) =u(T), u'(0)=u(T), (3)

with a non-integrable singularity in the time variable, see [12], [16], [18], and
[19], where existence results for this type of problems are shown using the
lower and upper functions technique. All these results are obtained under the
assumption that there exists a pair of constant well-ordered lower and upper
functions. In this paper we show the existence result for problem (3) in the dual
and more difficult case, where the problem has the opposite-ordered upper and
lower functions, which means that the upper function lies below the lower one.
We illustrate this situation with examples to whom the earlier know results do
not apply.

The paper is organized as follows: In order to prove that the periodic problem
(3) is solvable, we first show in Section 3 that the auxiliary problem,

u'(t) = %U’(t) +Af(tu(t), o' (1), u(0) =w(T), «(T)=0, (4)

has a solution. The main tool in the proof is the Leray-Schauder degree method,
cf. e.g., [6]. Then, applying Lemma 1 from Section 2, we conclude that for
solutions u of (4) also u/(0) = 0 holds. Hence, the solution u of (4) satisfies (2)
and consequently, is a solution of problem (3). We give two examples of boundary
value problem (3) which can be analyzed using results developed in this paper
and for which on the other hand, a pair of constant well-ordered lower and upper
functions does not exist. Finally, in Section 4, we illustrate the theoretical findings
by means of numerical experiments.



2 Preliminaries

The following two results are used in the next section in the discussion of the
boundary value problem (3).

Lemma 1 Let (Ay) and (As) hold and let X > 0, a # 0. Suppose that u €
ACL.(0,T] satisfies equation (1) a.e. on [0,T] and
sup{|u(t)| + |u'(t)] : t € (0,T]} < 0.
Then lim;_o, u/'(t) = 0.
Proof. The proof follows from |20, Corollary 3.5]|.

Lemma 2 Let (Ay) and (Ay) hold and let a > 0. Then for each z,y € C[0,T]

the function
T
ta/ f(S,I'(S),y(S)) dS, t c (O,T]
t s
can be extended on the whole interval [0,T] as a function in AC0,T].

Proof. Let us choose =,y € C[0,T] and let
T
)= e [ LTV oy e 0.1
t

Sa

Then

r(t) = at®! /tT f(s,:v(;),y(s)) ds — f(t,z(t),y(t)) for a.e. t € [0,T].
Let € € (0,7T). Since, by (As),

£ (£, 2(t), y()] < g(O)w(ly(@®)]) < gO)w(llyll) for a.e. t €0,T]

holds, we integrate by parts and obtain

/ET ‘t“_l /tT f(sax(;?vy(s)) ds' dt < w(llyll) /ET 7 (/tT g(f)ds> v

S

= w{llllee) (/ng(s)ds—ea/aTgij)ds) (5)

a

< W(Hyw/;g(s) ds.

a

Hence,

/€T|fr’(t)\dt < a/f

< 2ulllyle) [ gyt

por [T

Sa

at-+ [ 1t 2(0),y(e))| e




Taking the limit ¢ — 0", we have

[ ol < 20yl [ o0a

Consequently, ' € L1[0, T] and therefore, there exists a finite limit lim; o+ r(¢) =:
c. For r(0) := ¢ we now conclude that r € AC[0,T.

Remark 1 Taking the limit € — 0% in (5) implies

/OT ar < “UIYlleo) /ng(S) ds

a
for all z,y € C[0,T], and

/OTtal </tTg£(f)ds> dt < clt/ng<t)dt'

oot [Tt

3 Analytical investigations
The main analytical result for the periodic problem (3) is given in the following
theorem.
Theorem 1 Let a > 0. Let conditions (Ay) and (Ay) hold. Suppose that there
erist A, B € R, such that A < B and

f(t,z,y) >0 forae. t€[0,7] andall z < A, y € R, (6)

f(t,x,y) <0 forae. t€[0,7] andall x > B, y € R. (7)

v= [ () sow)

Then problem (3) has a solution for each A € (0, \*).

Let

-1

Proof. Let us choose A € (0, \*). Also, let G(2) := [ (1/w(s))ds for z € [0, 00).
Then G is increasing on [0, 0o) and lim, o, G(2) > X [ g(t) dt. Hence, the inverse
function G~' of G is defined on an interval [0, L), where L > X [ g(t)dt. Let

€€ (O,L — )\fOT g(t) dt) and define S := G~! ()\ fOT g(t)dt + 5). Let

Q={(z,c) € CM0,T] x R : ||7|lso < ST, ||7']|oc < S, || < ST 4+ max{|A|, |B|}}.



Then €2 is an open, bounded and symmetric with respect to (0,0) subset of the
Banach space C'[0, T] x R equipped with the norm ||(z, ¢)|la = [|Z]|eo+ || ||co +]c|-

Keeping in mind that for each z,y € C[0,T] the function r,

r(t) = t° /tT f(s’x(j’y(s)) ds, te(0,7],

can be extended on [0, 7] in such a way that r € AC|0, 7], cf. Lemma 2, we define
an operator Q : [0,1] x Q — C'0,7] x R as

Q(u,x,c)(t) = (Ql(u7$7c)<t)7 QQ(M,$7C)),

where . )
O (1., ) (1) = —/M/ / f(& x(&)g ¢, 7'(€)) a€) ds,
QQ(/J,LC,C) _ (2 _,u>c_ :U’)‘/O (Sa/s f<§,x(£)£—l_ C,l’/(f)) df) ds.
Suppose that (y,b) € Q is a fixed point of Q(1,-,+), that is, Q(1,y,b) = (y,b).
Then
& y(&) +b,y(E))
_ —)\/ / e a¢)ds, te0.7), (8)
. T T HE ) T b y(©)
a Y Y
/0 (s / o d¢) ds = 0. (9)

With u(t) ;= y(t) + b for t € [0, 7], it follows from (8) and (9),

_b—)\/ /T““(g <§>)dg)ols, te 0,7,

and

T [T F(&u(§),v'(E))
/0 (s /8 o d{) ds = 0.
Hence, u is a solution of (1), subject to u(0) = w(7T") = b and «/(T") = 0.

Now u € AC'0,T] follows, since f(t,u(t),u'(t)) € Li[0,T] and since, by Re-
mark 1, for z(t) = u(t), y(t) = (1),

/it) = M\t /tT f(&U(zc)t’ YD g e Ly[0,T]

N

holds. Furthermore, u/(0) = 0 by Lemma 1. Consequently, u is a solution of
problem (3).



In order to prove that the operator Q(1,-,-) has a fixed point, we use the Leray-
Schauder degree method, which means that a fixed point of the operator Q(1, -, -)
exists if
deg (I_ Q(L'v')vaO) # 0, (10>

where ‘deg’ is the Leray-Schauder degree and 7 is the identical operator on the
space C'[0, T] x R. By the homotopy property, relation (10) holds if

(i) Q is a compact operator,

(ii) deg (I - Q(Oa '7 ')a Qa O) 7é 0,

(ili) Q(p, x,c) # (z,c) for p € [0,1] and (z,c) € OL.

We first show (i). The operator Q is continuous. To see this let {(i,, Ty, cn)} C
[0,1] x © be a convergent sequence and let lim,, oo (fin, Tn, ¢n) = (u,,c¢). For
t €10,7] and n € N the relation

|Q,1 (:um T, Cn)(t) o Qll (:ua €, C) (t)l
i [ ) (7 Sl )
e [ UL0) £ en o)~ Sl + )

t s®

i — e [ WO T O

Sa

=X

<[ 175 0(9) + e (5)) — F5,(s) + ' (5))] ds
o~ (S) [ gls) ds

holds. Here, Q) (y, x,c)(t) = £ Q1 (u, z,¢)(t). Then

191t ) (6) = Q2. )(0) = | [ Qs 0)(5) = 1,2, 0)(5)] ds
<TA [ 1f(5,m(5) + e () = Fls.2(5) + 2'(5)| ds
o~ pXTW(S) [ g(s) ds.
Similarly, we have

|QQ(memcn) Q2(,u,l‘ c
=1(2 — pa)en un)\/ ( /Tf £, xn(f)gcna%(f)) d£> ds

et [ ( [ fxt0 +ere) d§> N




<TAX /OT £ (5, 20(8) + cn, 20, (5)) — f(5,2(s) + ¢, 2/(s))| ds
12 = n)en = (2= el + ln — pATW(S) [ g(s) s
Hence,

1 Q(pin, Tn, Cn) — %(M,x, c)lle < (2 = pn)en — (2 — p)c|
42T+ 1))\/0 [F(5,(5) + n, 20(5)) = f(s,2(5) + ¢, 2'(5))lds 1)
e — AT + 1)w(5)/0 g(s) ds.
Since limmy, o f(£, 20 (t) +cn, () = F(t, 2(t) L, 2 (1)), |t 2n(t) +en, 2y (1))] <

g(t)w(S) for a.e. t € [0,7] and all n € N, the Lebesgue dominated convergence
theorem implies

n—oo

lim /OT Lt () + eny s (8)) — [ (L, 2(t) + e, 2 (1))| dt = 0.

With n — oo, (11) yields lim, .o || Q(ftn, Tn, cn) — Q(it, 7, ¢)|l@ = 0. Hence, Q is
a continuous operator.

From the estimates (1 € [0,1], ¢ € [0,7] and (z,¢) € Q),

Qi (7, 0) ()] = pA

p [T tere)

Sa

< [ gl)ds,

Qa0 = | [ Gl e)(s)ds| < TS [ g(s) s

é‘a
< 2(ST + max{|A|,|B[}) +w(S)A/0T </STg(§) dg) ds

O, )| = ‘(2—u)c+u/\/0T (sa/f f(& x(§) +c,2'(€)) d§> ds

< (ST + max{| 4], |B|}) + Tw(S))\/OTg(s) ds,

it follows that the set Q([0,7] x Q) is bounded in C'[0, 7] x R. Moreover, for
a.e. t €[0,7] and all u € [0,1], (z,¢) € Q, the relation

ot [ 1)+ ()

S

ds — J(t.a(t) + . x’<t>>‘ < ot

holds, where

p(t) = w(S)A (ma—l /tT @ds + g(t>> -

S

8



By (A43) and Remark 1, p € [4[0,7], and consequently, the set
{9\ (p,z,¢) = p € [0,1], (z,c) € Q} is equicontinuous on [0,7]. Hence,
the Arzela-Ascoli theorem and the Bolzano-Weierstrass theorem guarantee that
the set Q([0,T] x Q) is relatively compact in C'[0,T] x R. Consequently, Q is a
compact operator and (i) follows.

Since Q(0,x,c)(t) = (0,2¢) is an odd operator, property (ii) follows from the
Borsuk antipodal theorem.

It remains to verify property (iii). Let Q(u,x,¢) = (z,¢) for some p € [0, 1] and
(z,c) € Q. Then

,m/ /Tf 3 x({);— 7' (€)) d¢) ds, te[0,7],

and
1_ C—M/\/ /Tf §x (g)éj: c,x({)) d§> ds. (12>
Therefore,
' (t) = —pAt® /tT f(s,x(s)sj ¢¥'(s)) ds, te€]0,T],
and thus, by (A,),
|2’ (t) \<)\t“/ G <|/ d3<)\/ |)ds, tel0,T].

Hence,
(@ = < [ g(T = )lla(T = s5))ds, te0,T],

and by the Bihari inequality, cf. 3],

/(T —t)| < G! (A/Otg(T— s)ds) <G! ()\/()Tg(s) ds) < S, telo,T].

Consequently, |2/ < S and from z(0) = 0, |z(t)| = | fy #/(s) ds| we have
|]loo < ST, |70 < S. (13)

In the final part of the proof we distinguish between three cases, u = 0, u € (0, 1),
and pu = 1.

Case 1. Let g = 0. Then, by (12), ¢ = 0.

Case 2. Let p € (0,1). If ¢ = ST + max{|A|,|B|}, then ¢ > ST + B. Hence,
x(t)+c>—ST+c > Bfort € [0,T], which gives f(t,z(t) +¢,2'(t)) < 0 for a.e.
t €[0,T] by (7). Consequently,

/OT (s /ST f(é,a:(f)g ¢ 7(9)) d¢)ds <0,

9




contradicting (12) since ¢ > 0. If ¢ = —ST — max{|A|, |B|}, then ¢ < —=ST + A,
and so z(t) + ¢ < ST+ c¢ < Afort € [0,T]. Then, by (6), f(¢,x(t) +c,2'(t)) >0
for a.e. t € [0, 7. Hence,

/OT (s /ST f(f,a:(f)g ¢, 2'(€)) d¢)ds > 0,

again contradicting (12) since ¢ < 0.
Case 3. Let p = 1. Then, by (12),

T T /

/ <8a/ f<€7m(§)+c7x(£)) df)dSIO (14>
0 s 5“

If ¢ = ST + max{|A|,|B|}, then z(t) + ¢ > B for t € [0,T], and so, by (7),

f(t,z(t) + ¢, 2'(t)) <0 for a.e. t € [0,T], which contradicts (14). Analogously, if

¢ = —=ST — max{|A|,|B|}, then f(t,z(t) + ¢,2'(t)) > 0 for a.e. t € [0,T], which

once more contradicts (14).

We summarize: it holds
lc| < ST + max{|A|,|B|} (15)

and hence, it follows from (13) and (15) that (x,c¢) & 0. This means that (iii)
holds, which completes the proof. O

The following examples have been specified for the numerical simulations in
Section 4.

Example 1 Here, we consider the boundary value problem (3) of the form

u'(t) = %u'(t) + A <; — (1—Zu\/’¥(t)) arctanu(t)) , u(0) =wu(l), v (0) = u'(1).
(16)
The function ; )
ft,z,y) = 3= m(l + y?) arctan x

@)

satisfies assumptions (A;) and (45) on [0,1] x R* with g(t) = £ + 57 and w(s) =

1+ s2. It follows from the relations
1
ft,z,y) > —4—\/5(1 +y*)arctana >0, te€(0,1], <0, y€R,

1 1 4
ft,zy) < g—zarctanxg(), t € (0,1], than(g), y € R,

10



that inequalities (6) and (7) hold for A =0 and B = tan (%) From

> (s T 1 1 7
= - Hdt =+ -
/0 w(s) 27 /og() 6+47

A= /OOO wCZ) ' (/olg(t) dt) ) T2 —?—ﬂ?m.

Consequently, by Theorem 1, problem (16) has a solution for any
A€ (0,6m/(2+ 3m)), and a > 0. For the numerical experiments we choose A = 1.

we have

We now show that for this example we cannot apply results based on the existence
of a well-ordered pair of constant lower and upper functions because they do
not exist. Let us assume that problem (16) has such pair of constant functions
A,BeR. Then A < B and

f(t,A,0) <0, f(t,B,0) >0, (17)
for all ¢ € (0,1]. From (16) we conclude

~ t 1 ~ t 1 ~ ~
f(t, A0) = 3 rﬂarctanA > 3 marctanB = f(t,B,0)

for all ¢ € (0,1] which contradicts (17).

Example 2 Let € (0,1). Consider the boundary value problem (3), where the

function
T

1
ta ) =h ta ) T
e y) =hlt2,9) = o7 ==
depends on parameters 3 € (1,00) and a € (0,00). Here, h € C([0,1] x R?)
and |h(t,z,y)| < pu on [0,1] x R*. Then f satisfies assumptions (A4;) and (A,)
on [0,1] x R? with g(t) = p + %, w(s) = (14 s)* For A < —p/v/1—p? and
B = p/vT =2,

(1 +[y))" (18)

A
tay) > —p+———>0, te(0,1], z<A, yekR,
[t z,y) R e (0,1], = y

B
Lo,y < p——=<0, te
[tz y) < p Vit B2 (

Therefore, inequalities (6) and (7) are satisfied. Since

o~ ds
/0 w(s) {

0,1, > B, yeR.

00, a <1,

1
> 1
a_17a Y

11



we have
o0 1 —1 00, a<l1,
v= C}S)(/ g(t)dt> - f-1 -1
0 w(s 0 , .
CENCETICESY)
Consequently, by Theorem 1, problem (3) has a solution for any a > 0, f given
by (18) and A € (0, A*).

Finally, we show that also for this example a well-ordered pair of constant lower
and upper functions does not exist. Let us assume that problem (3) with 7' =1
and f given by (18) has such a pair of constant functions A, B € R. Then A < B
and (17) holds. By (18), we have for all ¢ € (0, 1]

_ _ - . 1 A B
f(taBa())_f(taA?O) = h(t?B70)_h(t’A70)+( —~ — )
Vi\Vi+ 22 1452

1 -~
< 2 —C
— /’L+% )

where - _

- A B

C < 0.

Vit A2 14 B
Therefore, there exists § > 0 such that for ¢ € (0, ),
f(t.B,0) < f(t, A,0)

which again contradicts (17).

Fora=p3=3, u= %, we have \* = 2. For the numerical simulation we choose

14
A=1/5and

ft..) = G sn(5t) = 55— (1 o)), (19

where (¢, z,y) € [0,1] x R®. Consequently, the boundary value problem (3) with
the above data reads,

L u(t) (L+ /(1))

Vi e

u’(t) = %u'(t) + ésin(f)t) - (0) = u(1), «'(0) = u'(1).

(20)

4 Numerical Simulation

To illustrate the analytical results discussed in the previous section, we solved nu-
merically Examples 1 and 2 using a MATLAB" " software package bvpsuite de-
signed to solve boundary value problems in ordinary differential equations and dif-
ferential algebraic equations. The solver routine is based on a class of collocation

12



methods whose orders may vary from 2 to 8. The code also provides the asymp-
totically correct estimate for the global error of the numerical approximation. To
enhance the efficiency of the method, a mesh adaptation strategy is implemented,
which attempts to choose grids related to the solution behavior, in such a way
that the tolerance is satisfied with the least possible effort. Error estimate pro-
cedure and the mesh adaptation work dependably provided that the solution of
the problem and its global error are appropriately smooth!. The code and the
manual can be downloaded from http://www.math.tuwien.ac.at/~ewa. For
further information see [14]. This software was already used for the approxima-
tion of numerous singular boundary value problems important for applications,

see e.g. [4], [7], [13], [17].

4.1 Example 1

We consider the boundary value problem

u'(t) = %u'(t) + t_A+u®)F arctanu(t), u(0) =wu(1), «'(0) =u'(1) (21)

3 A/t

0.8

0.78} : ]

0.76
074y - — a=0.7 i
a=0.9
o - - —a=l e
0.72} a=2 1
- — a5
0.7 o R
- -7 ST = T~
0.68 :
0 0.2 0.4 0.6 0.8 1

Figure 1: Example 1: Numerical solutions for different values of a

!The required smoothness of higher derivatives is related to the order of the used collocation
method.
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0.06

005} ~ 3 . .
0.04¢

|
0.03 ],

0.02

0.01

-0.01

-0.02

_0-03 L L L L
0 0.2 0.4 0.6 0.8 1

Figure 2: Example 1: First derivative for different values of a

- — —a=04

a=0.5
—-—-a=0.7
a=0.9

——a=5

-1.5 ! ! ! !

Figure 3: Example 1: Global errors for different values of a

Numerical results shown in Figures 1 to 3 have been obtained using 4 uniform
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collocation points (convergence order 4 uniformly in ¢) and the uniform mesh
with 100 subintervals on [0,1]. Although the curves in Figure 1 look smooth
and fully harmless, the problem is very difficult to solve and the accuracy of
the approximation varies from 103 to 1075 depending on a. The larger a the
more accurate he results. Roughly speaking, for smooth problems with solutions
whose higher derivatives are moderate in size, one would expect the global error
to be O(h') = O(107®) with a moderate error constant. This is not the case
here. When we look at the first derivatives in Figure 2, we immediately see
that the second (and higher) derivatives are large, especially for small values
of a. The loss of accuracy can most probably be attributed to the large higher
derivatives. Therefore, although the theory predicts that any analytical solution
u satisfies u/(0) = u/(1) = 0, the last relation does not seem to be very accurately
reflected by the numerical solution, at least not for small values of a.

Let us first, in Figures 4 and 5 look closer at the values of the first derivatives
in the regions close to t = 0 and ¢ = 1, respectively. We can see that indeed the
larger the value of a the smaller the values of the derivative at the interval ends.
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L / . ==
0.05 o -
/ T
/I PR |
004t ' - e - T a4 R
: | o a=05| - — — —
/ // | —as07
0.03 L -7 a=0.9 ]
had V2 -7 - - —a=l
| . -
o - a=2
Ve
;o / —— a=h .
0.02f, / ’ 1
Y . o
1 /7
0.01
Vi ==
0'/ Il Il Il Il
0 0.01 0.02 0.03 0.04 0.05

Figure 4: Example 1: First derivative in the vicinity of ¢ = 0
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| a [u0)=u() | «(0)=d(1) | u”(0) | maximal error in u

0.4 | 0.6663581 | 1.022613-1072 | 6.047415 - 10" 1.42-1073
0.5 | 0.7062183 | 6.203709 - 103 | 4.973534 - 10! 1.13-1073
0.7 | 0.7455672 | 2.709670 - 1073 | 3.147486 - 10* 6.44 - 10~
0.9 | 0.7606680 | 1.525785-1073 | 2.065479 - 10! 3.94-107*
1 0.7646459 | 1.232963 - 1072 | 1.722183 - 10! 3.23-1074
0.7767797 | 4.198916 - 10~* | 5.939505 - 10° 1.12-1074

5 | 0.7823136 | 1.439668 - 10~* | 1.947079 - 10° 3.86-107°

Table 1: Example 1: Numerical approximations for the values u(0), «'(0), u”(0),
u'(1), and the maximal global error in u

0.015

- — —a=04

a=0.5 -~
0.01p —-—-a=0.7 _ - E
a=0.9 - -
- — —a=1 _ -

a=2

0005F | ¢ i

-0.005

Figure 5: Example 1: First derivative in the vicinity of ¢ =1

Finally, in Table 1, we specify the values u(0), v/(0), «”(0), v’(1), and the maximal
global error in u. Indeed the values of the second derivative at ¢ = 0 are large
for small values of a. This fact can be supported by looking at the differential
equation in (21). For a large, the first term in the right-hand side becomes
dominant and the solution smoothness can be related to the linear equation of
the form a
(1) = Sy(o),
were y(t) = ct®. This immediately explains why the higher derivatives of the

solution are smoother for large values of @ and consequently, why such solutions
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are easier to approximate.

The above explanations are by no means strict analysis. They only make clear
that the relatively large numerical values for «/(0) = «/(1) are not contradicting
the theory which predicts that «/(0) = /(1) = 0 holds. Within given accuracy,
the numerical values can be regarded as a reasonable approximation for the cor-
rect values of u/(0) = u/(1), especially since for small a the analytical solution is
very unsmooth.

4.2 Example 2

We now consider the second example, where we have to solve the differential
equation

L ou(t)(L+]u'(@t))°
5VE 1+ u(t)?

subject to boundary conditions u(0) = u(1), «'(0) = «/(1) and a = 0.4, 0.5,
0.7,0.9,1,2 and 5. Figures 6 to 10 correspond to Figures 1 to 5, respectively, and
Table 2 corresponds to Table 1.

Here, as we can see, the problem data is considerably smoother and the approx-
imation accuracy is very good, especially for large a. The number of collocation
points was again 4 with 100 subintervals in [0, 1].

(1) = Sl (1) + ésin(&f) -

-0.115

-0.12

-0.125F

-0.13

-0.135

-0.14 h

Figure 6: Example 2: Numerical solutions for different values of a
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Figure 7: Example 2: First derivative for different values
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Figure 8: Example 2: Global errors for different values of a

18



N\ T T T T = = —
AN ' .
-0.005f. S : i
N o .
\ ~ S~
v ~ T~
-0.01r ~ - b
(N ~. ~ <
\ \'\ \\\\ |
-0015f ~ _—
N . - _
N '\.\
-0.02} ~ - .
~ C—
- - —a=04 : R
-0.025 a=05[ < 1
- - a=07 S AR
-0.03} a=0.9 R e
- - —a=l S~ -
-0.035} a=2 T -4
——a=b
_004 I I I I
0 0.01 0.02 0.03 0.04 0.05

Figure 9: Example 1: First derivative in the vicinity of ¢ = 0
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Figure 10: Example 1: First derivative in the vicinity of t = 1
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’ a \ u(0) = u(1) \ u'(0) = /(1) \ u”(0) =" (1) ‘ maximal error in u

0.4 | —0.1163804 | —1.344652 - 103 | —3.445983 - 10* 1.80-107*

0.5 | —0.1232172 | —5.484997 - 10~* | —2.016584 - 10* 8.95.107°

0.7 | —0.1272538 | —1.059086 - 10~* | —6.832530 - 10° 2.16-107°

0.9 | —0.1281526 | —3.320831 - 10~° | —2.734550 - 10° 7.10-1076

1 | —0.1283698 | —2.308953 - 107> | —1.909115 - 109 4.92-1076
—0.1295174 | —6.364872-1076 | —4.225124 - 10! 1.35-1076

5 | —0.1309907 | —2.168133-107% | —1.271241-10~! 4.60-106

Table 2: Example 2: Numerical approximations for the values «(0), w'(0), u”(0),

u'(1), and the maximal global error in u
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